
















decoder used weights based on the n-dimensional discrimination of two orientations to test the 212	
decoder’s ability to discriminate those two orientations. The general decoder used weights based 213	
on all of the orientations in the ring (Fig. 2b, c) but, like the specific decoder, was also tested on 214	
the 2-dimensional discrimination of the two orientations. Left plot: the inverse of the variance of 215	
the estimation of theta (y-axis; equivalent to linear Fisher information for the specific decoder) 216	
for each neuronal population size (x-axis) is plotted for the specific decoder (small markers; Eq. 217	
1, see Methods) and for the general decoder (large markers; Eq. 3, see Methods) in the attended 218	
(yellow) and unattended (green) conditions. Right plot: the ratio of Fisher information in the 219	
attended versus unattended conditions is plotted for each neuronal population size. (c) 220	
Physiological data for Monkeys 1 and 2: the performance of the monkey’s decoder was more 221	
related to mean correlated variability (left plots; gray lines of best fit; Monkey 1 Pearson’s 222	
correlation coefficient: n = 86, or 44 days with two attention conditions plotted per day and two 223	
data points excluded – see Methods, r = -0.38, p = 5.9 x 10-4; Monkey 2: n = 54, or 27 days with 224	
two attention conditions plotted per day, r = -0.30, p = 0.03) than that of the specific decoder 225	
(right plots; Monkey 1 Pearson’s correlation coefficient: r = -0.07, p = 0.53; Monkey 2: r = 0.13, 226	
p = 0.36). For both monkeys, the correlation coefficients associated with the two decoders were 227	
significantly different from each other (Williams’ procedure; Monkey 1: t = 3.7, p = 2.3 x 10-4; 228	
Monkey 2: t = 3.2, p = 1.4 x 10-3). (d) Modeled data: the performance of the general decoder was 229	
more related to mean correlated variability (left plot) than that of the specific decoder (right plot; 230	
number of neurons fixed at 100 and attentional state denoted by marker color, yellow: most 231	
attended, green: least attended). The model allowed comparisons to a wider range of correlated 232	
variability values (also see Fig. 2e), likely explaining the statistically significant relationship 233	
between correlated variability and performance of the specific decoder observed for the modeled 234	
specific decoder only (right plot), and not for the physiological specific decoder (Fig. 3c, right 235	
plots). (e) Physiological data from both monkeys combined: the more general the decoder (x-236	
axis; number of orientation changes used to determine the sensory information decoder, with the 237	
decoder that best differentiated the V4 responses to the starting orientation from those to one 238	
changed orientation on the far left, and the decoder that best differentiated V4 responses to the 239	
starting orientation from those to four different changed orientations on the far right), the more 240	
correlated its performance to the performance of the monkey’s decoder (y-axis). SEM error bars 241	
(see Methods for n values).  242	
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DISCUSSION 243	
 244	
  Our results suggest that the relationship between behavior and correlated variability is 245	
explained by our hypothesis that observers use a general strategy for decoding arbitrary stimulus 246	
changes. Our modeled general decoder explained both the effect of attention on the monkey’s 247	
choice decoder and the relationship between the monkey’s choice decoder and correlated 248	
variability. Further, based on the electrophysiological data we found that the more general the 249	
decoder (the more orientation change amounts used to determine the decoder weights) the more 250	
its performance was correlated with that of the monkey’s decoder. Together, these results 251	
support the hypothesis that observers use a general decoding strategy in scenarios that require 252	
flexibility to changing stimulus conditions.  253	
 Our study also demonstrates the utility of combining electrophysiological and circuit 254	
modeling approaches to studying neural coding. Our model mimicked the correlated variability 255	
and effects of attention in our physiological data. Using a circuit model allowed us to perform a 256	
very large number of trials for many different orientations, allowing us to test a true general 257	
decoder for orientation. The model also allowed us to test large neuronal population sizes 258	
available to the decoder (Fig. 3b). Finally, the model allowed us to test a much wider range of 259	
correlated variability values than those collected in our electrophysiological data (Fig. 2e), which 260	
is important for making inferences about the large number of neurons that are likely involved in 261	
any behavioral process. Our physiological dataset supported the model’s results by allowing us 262	
to address a specific hypothesis: the more general the stimulus information decoder, the more its 263	
performance should match that of the monkey’s decoder (Fig. 3e).  264	
  265	
A general decoding strategy in the face of unpredictable stimuli 266	
 We tested the general decoder strategy in the context of a change-detection task because 267	
this type of task was used in many of the studies that reported a relationship between perceptual 268	
performance and correlated variability (Cohen & Maunsell, 2009; 2011; Herrero et al., 2013; 269	
Luo & Maunsell, 2015; Mayo & Maunsell, 2016; Nandy et al., 2017; Ni et al., 2018; Ruff & 270	
Cohen, 2016; 2019; Verhoef & Maunsell, 2017; Yan et al., 2014; Zénon & Krauzlis, 2012). 271	
 However, a general decoding strategy may explain observations in studies that use a 272	
variety of behavioral and stimulus conditions. Studies using a variety of tasks have also 273	
demonstrated a relationship between perceptual performance and correlated variability. These 274	
tasks include heading (Gu et al., 2011), orientation (Gregoriou et al., 2014), and contrast (Ruff & 275	
Cohen, 2014a; 2014b) discrimination tasks, in which the observer must respond to only stimulus 276	
value or compare stimulus values. Interestingly, some studies of discrimination tasks suggest that 277	
the relationship between perceptual performance and correlated variability cannot be explained 278	
by a specific decoding strategy that maximizes the amount of sensory information extracted for 279	
the task (Clery et al., 2017; Gu et al., 2011). 280	
 On the other hand, other studies of perceptual performance have found that observers can 281	
achieve high levels of perceptual precision under certain circumstances (Burgess et al., 1981; 282	
Kersten, 1987). Such studies suggest that decoding strategies that maximize the amount of 283	
extracted sensory information might be used in certain situations. Further tests of decoding 284	
strategies in a variety of stimulus conditions and behavioral contexts will be necessary to 285	
determine when sensory information decoding prioritizes accuracy, flexibility, or other 286	
behavioral advantages.   287	
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General decoders of all features would be inextricably linked to correlated variability  288	
 Our results address a paradox in the literature. The idea that a specific decoding strategy, 289	
in which different sets of neuronal weights are used to decode different stimulus changes, cannot 290	
easily explain the relationship between behavioral performance and correlated variability is 291	
supported by electrophysiological (Clery et al., 2017; Haefner et al., 2013; Jin et al., 2019; Ni et 292	
al., 2018; Ruff & Cohen, 2019; for review, see Ruff et al., 2018) and theoretical evidence 293	
(Abbott & Dayan, 1999; Averbeck et al., 2006; Kanitscheider et al., 2015b; Moreno-Bote et al., 294	
2014; for review, see Kohn et al., 2016). Correlated variability is restricted to a small number of 295	
dimensions (Ecker et al., 2014; Goris et al., 2014; Huang et al., 2019; Kanashiro et al., 2017; Lin 296	
et al., 2015; Rabinowitz et al., 2015; Semedo et al., 2019; Williamson et al., 2016). Specific 297	
decoders of neuronal population activity can easily ignore changes along one or few dimensions 298	
(Kohn et al., 2016; Moreno-Bote et al., 2014). In other words, correlated variability changes in 299	
one dimension are easy to ignore: Observers should simply use one of the many other possible 300	
combinations of neuronal responses to guide their perceptual performance.  301	
 The general decoder hypothesis offers a resolution to this paradox. A fully general 302	
decoder of stimuli that vary along many feature dimensions would be one whose neuronal 303	
weights depend on the tuning properties of the neurons to all stimulus features to which they are 304	
selective. For example, two V4 neurons may both prefer vertical orientations. But, if they also 305	
share a color tuning preference for red, a large response from both neurons might indicate 306	
vertical orientation, the color red, or a combination of both features. A fully general decoder 307	
would need to resolve this discrepancy by choosing weights for these and other neurons that take 308	
not only their tuning for orientation but also their tuning for color into account. 309	
 Therefore, the weights of a fully general decoder would depend on the tuning of all 310	
neurons to all of the stimulus features to which they are selective. A large number of studies have 311	
shown that correlated variability also depends on tuning similarity for all stimulus features (for 312	
review, see Cohen & Kohn, 2011). The implication is that the decoding weights for a fully 313	
general decoder would depend on exactly the same properties as correlated variability.  314	
 The hypothesis that such a truly general decoder explains the relationship between 315	
perceptual performance and correlated variability is suggested by our finding that the modeled 316	
general decoder for orientation was more strongly related to correlated variability than the 317	
modeled specific decoder (Fig. 3d). However, direct tests of this idea would be needed to 318	
determine if this decoding strategy is used in the face of multiple changing stimulus features. 319	
Further, such tests would need to consider alternative hypotheses for how sensory information is 320	
decoded when observers observe multiple aspects of a stimulus (Berkes et al., 2009; Deneve, 321	
2012; Lorteije et al., 2015). 322	
 In conclusion, the findings of this study support the usefulness of a framework that 323	
relates sensory information decoding to behavior (for review, see Panzeri et al., 2017). By first 324	
determining the decoder that guided each monkey’s behavioral choices, we were able to compare 325	
the monkey’s decoder to modeled specific and general decoders to test our hypothesis. These 326	
results demonstrate that constraining analyses of neuronal data by behavior can provide 327	
important insights into the neurobiological mechanisms underlying perception and cognition.   328	
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METHODS 329	
 330	
Electrophysiological recordings. The subjects were two adult male rhesus monkeys (Macaca 331	
mulatta, 8 and 10 kg). All animal procedures were approved by the Institutional Animal Care 332	
and Use Committees of the University of Pittsburgh and Carnegie Mellon University. Different 333	
aspects of these data were presented previously (Ni et al., 2018). We recorded extracellularly 334	
from single units and sorted multiunit clusters (the term “unit” refers to either; see Ni et al., 335	
2018) in V4 of the left hemisphere using chronically implanted 96-channel microelectrode arrays 336	
(Blackrock Microsystems) with 1 mm long electrodes. We performed all spiking sorting 337	
manually using Plexon’s Offline Sorter (version 3.3.5, Plexon).  338	
 We only included a recorded unit if its stimulus-driven firing rate was both greater than 339	
10 Hz and significantly higher than the baseline firing rate (baseline calculated as the firing rate 340	
in the 100 ms window immediately prior to to the onset of the first stimulus per trial; two-sided 341	
Wilcoxon signed rank test: p < 10-10). The population size of simultaneously recorded units was 342	
8-45 units (mean 39) per day for Monkey 1 and 7-31 units (mean 19) per day for Monkey 2.   343	
 344	
Behavioral task. The monkeys performed a change-detection task (Fig. 1a; Cohen & Maunsell, 345	
2009) with multiple orientation change options (Fig. 1b) and cued attention (Posner, 1980) while 346	
we recorded electrophysiological data. We presented visual stimuli on a CRT monitor (calibrated 347	
to linearize intensity; 1,024 × 768 pixels; 120 Hz refresh rate) placed 52 cm from the monkey, 348	
using custom software written in MATLAB (Psychophysics Toolbox; Brainard, 1997; Pelli, 349	
1997). We monitored each monkey’s eye position using an infrared eye tracker (Eyelink 1000; 350	
SR Research) and recorded eye position, neuronal responses (30,000 samples/s), and the signal 351	
from a photodiode to align neuronal responses to stimulus presentation times (30,000 samples/s) 352	
using Ripple hardware. 353	
 A trial began when a monkey fixed its gaze on a small, central spot on the video display 354	
while two peripheral Gabor stimuli (one overlapping the RFs of the recorded neurons, the other 355	
in the opposite visual hemifield; Fig. 1c) synchronously flashed on (for 200 ms) and off (for a 356	
randomized period between 200-400 ms) at the same starting orientation until at a random, 357	
unsignaled time the orientation of one of the stimuli changed. The monkey received a liquid 358	
reward for making a saccade to the changed stimulus within 400 ms of its onset. 359	
 Attention was cued in blocks of trials, with each block preceded by 10 instruction trials 360	
that cued one of the two stimulus locations by only presenting stimuli at that location. Each 361	
block consisted of approximately 125 orientation-change trials. In each block, the orientation 362	
change occurred at the cued location in 80% of the change trials and at the uncued location in 363	
20% of the change trials. Catch trials were intermixed, in which no orientation change occurred 364	
within the maximum of 12 stimulus presentations. In catch trials, the monkeys were rewarded for 365	
maintaining fixation. Trial blocks with attention cued to the left hemifield location or to the right 366	
hemifield location were presented in alternating order within a recording day. 367	
 The changed orientation at the cued location was randomly selected per trial from one of 368	
five changed orientations (with the constraint of required average numbers of presentations per 369	
changed orientation per block; Fig. 1b) such that the monkeys could not predict which 370	
orientation change amount was to be detected on any given trial. The changed orientation at the 371	
uncued location was randomly either the median (20 trials per block) or the largest orientation 372	
change amount (5 trials per block). Uncued changes were collected mainly for the median 373	
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change amount to maximize the number of uncued trials collected for one change amount. All 374	
analyses of the effects of attention analyzed the cued versus uncued median change amounts. 375	
 The size, location, and spatial frequency of the Gabor stimuli were fixed across all 376	
recordings. These parameters were set to maximize the neuronal responses and were determined 377	
using a receptive field mapping task prior to recording the data presented here. The orientation of 378	
all stimuli before the orientation change (the starting orientation; Fig. 1a, b) was identical within 379	
each day of recording but changed by 15° between days. The five changed orientation options 380	
(Fig. 1b) also changed between days, to maintain the task at approximately the same level of 381	
difficulty across days. If they changed within a day (across different trial blocks), again to 382	
maintain a consistent level of task difficulty, they were binned for analysis based on their log 383	
distribution.  384	
 385	
Electrophysiological data analysis. The data presented are from 46 days of recording for 386	
Monkey 1 and 28 days of recording for Monkey 2. Instruction trials were not included in any 387	
analyses. Only trials in which the orientation changes occurred at the RF location (Fig. 1c) and 388	
catch trials were analyzed (see below for specific inclusions per analysis). The first stimulus 389	
presentation of each trial was excluded from all analyses to minimize temporal non-stationarities 390	
due to adaptation. 391	
 Firing rates (Fig. 2d), correlated variability (Fig. 2e, 3c), and covariance eigenspectrum 392	
analyses (Fig. 2f) were calculated based on cued orientation-change trials on which the monkey 393	
correctly detected the change and on catch trials. From these trials, only the starting orientation 394	
stimulus presentations were included in the analyses. The firing rate per stimulus presentation 395	
was based on the spike count response between 60-260 ms after stimulus onset to account for V4 396	
latency. These analyses were performed per recording day (such that all stimuli analyzed 397	
together were identical). Data were presented as the mean per day (Fig. 3c) or across days (Fig. 398	
2d-f) per attention condition (cued or uncued). 399	
 We defined the correlated variability of each pair of simultaneously recorded units 400	
(quantified as noise correlation or spike count correlation; Cohen & Kohn, 2011) as the 401	
Pearson’s correlation coefficient between the firing rates of the two units in response to repeated 402	
presentations of the same stimulus. This measure of correlated variability represents correlations 403	
in noise rather than in signal because the visual stimulus was always the same.  404	
 For Fig. 3c, we compared the Pearson’s correlation between the performance of the 405	
monkey’s decoder and the mean correlated variability per day to the Pearson’s correlation 406	
between the performance of the specific decoder and correlated variability using Williams’ 407	
procedure for comparing correlated correlation coefficients (Howell, 2007). 408	
 For Monkey 1, two outlier points (uncued trials for each of two days) with correlated 409	
variability values greater than 0.35 were excluded from analysis based on the Tukey method (see 410	
Fig. 3c for the range of included correlated variability values for Monkey 1). For Fig. 3c, with 411	
the excluded points included, the Pearson’s correlation coefficients were qualitatively 412	
unchanged: for the monkey’s decoder, n = 88, or 44 days (see below for data included in decoder 413	
analyses) with two attention conditions plotted per day, r = -0.34, p = 1.7 x 10-3; for the specific 414	
decoder, r = -0.22, p = 0.05.  415	
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V4 population specific decoder. The specific decoder based on the electrophysiologically 416	
recorded V4 neuronal population data (Fig. 3a, c; Ni et al., 2018; Ruff & Cohen, 2019) was 417	
determined per monkey as illustrated in Fig. 1e (first and second principal components shown 418	
for illustrative purposes only – analyses based on neuronal population firing rates as described 419	
below). To avoid artifacts in neuronal firing rates due to eye movements in response to the 420	
changed orientation, all V4 population decoder analyses were based on neuronal firing rates 421	
during an abbreviated time window: 60-130 ms after stimulus onset.   422	
 Neuronal weights were determined using linear regression to best differentiate the 423	
population responses to the median changed orientation from the responses to the starting 424	
orientation presented immediately before it. The weights were calculated per day and per 425	
attention condition based on two matrices: 1) a matrix of firing rate responses with dimensions # 426	
V4 neurons x # analyzed stimulus presentations (each median changed orientation stimulus and 427	
each starting orientation stimulus presented immediately before it), and 2) a matrix of stimulus 428	
orientations with dimensions 1 x # analyzed stimulus presentations (with values of one for 429	
median changed orientations and values of zero for starting orientations). The matrix of stimulus 430	
orientations was used to categorize each column of stimulus presentation responses. 431	
 Decoder performance was quantified as the leave-one-out cross-validated proportion of 432	
correctly identified orientations (median changed orientation or starting orientation). For Fig. 3a, 433	
decoder performance was analyzed per number of neurons (x-axis). Per neuronal population size, 434	
the most responsive neurons (ranked by evoked response: stimulus-evoked firing rate minus 435	
baseline firing rate) were analyzed. For Fig. 3c & e, decoder performance was illustrated for a 436	
set number of neurons (Monkey 1: 20 units, Monkey 2: 10 units). The number of neurons 437	
analyzed for these plots was selected to maximize the number of included neurons and recording 438	
days (Monkey 1: n  = 44 days, two days with 8 and 19 recorded units excluded; Monkey 2: n = 439	
27 days, one day with 7 recorded units excluded). 440	
 441	
V4 population monkey’s decoder. As illustrated in Fig. 1f, the V4 population responses to the 442	
same set of stimuli (each median changed orientation stimulus and each starting orientation 443	
stimulus presented immediately before it) used to determine the specific decoder were used to 444	
determine the monkey’s decoder. The monkey’s decoder differed only in its classification of 445	
those stimuli. Neuronal weights were determined using linear regression to best differentiate the 446	
population responses when the monkey made a saccade indicating it detected the orientation 447	
change from those when the monkey did not make a saccade (both correctly in response to the 448	
starting orientation and incorrectly when the monkey missed the changed orientation). Of the two 449	
matrices used to calculate the decoder weights, the matrix of firing rate responses was identical 450	
to that used for the specific decoder, and only the second matrix differed: a matrix of monkey 451	
choices with dimensions 1 x # analyzed stimulus presentations (with values of one when the 452	
monkey made a saccade and of zero when the monkey did not make a saccade). The matrix of 453	
monkey’s choices was used to categorize each column of stimulus presentation responses.  454	
 The performance of the monkey’s decoder was quantified exactly as that of the specific 455	
decoder. Thus, while the specific and monkey’s decoders used different weights, their 456	
performance was tested on the same task of correctly identifying stimulus orientation (median 457	
changed orientation or starting orientation).  458	
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V4 population general decoders. For Fig. 3e, we calculated increasingly more-general decoders 459	
to compare their performance to that of the monkey’s decoder. Only cued orientation-change 460	
trials were included, as uncued change trials were collected mainly for one orientation change 461	
amount only. The data from both monkeys were illustrated together in Fig. 3e. 462	
 For the analysis presented in Fig. 3e, we avoided the relationship that would be inherent 463	
between decoders that were based on the same stimulus presentations by basing only the weights 464	
for the monkey’s decoder on the median orientation-change trials. Therefore, while the weights 465	
of the monkey’s decoder were calculated as described above (under V4 population monkey’s 466	
decoder), the weights of all of the other decoders in this analysis were based on trials other than 467	
the median orientation-change trials. All of the decoders in this analysis were tasked with 468	
identifying stimulus orientation on the same set of stimuli: each second largest orientation 469	
change stimulus and each starting orientation stimulus presented immediately before it. 470	
 The neuronal weights for the most specific to the most general decoders (Fig. 3e, x-axis) 471	
were determined using linear regression to best differentiate the population responses to changed 472	
orientation stimuli from the responses to the starting orientation presented immediately before 473	
them. The weights for the most specific decoder (Fig. 3e, ‘1 ori’) best differentiated neuronal 474	
responses to the starting orientation from those to the second largest changed orientation (n = 2 475	
decoders; 1 per monkey). This was the ‘1 ori’ decoder because it differentiated responses to the 476	
starting orientation from those to one changed orientation.  477	
 The ‘2 oris’ decoders best differentiated neuronal responses to the starting orientation 478	
from those to two different changed orientations. Each ‘2 ori’ decoder was based on two changed 479	
orientations out of the four possibilities: the first, second, fourth, and fifth (max) largest changed 480	
orientations (n = 12 decoders; 6 per monkey). As stated above, the median changed-orientation 481	
trials were not used to calculate any decoder weights besides the monkey’s decoder.  482	
 Each ‘3 oris’ decoder was based on three changed orientations out of the four possibilities 483	
(n = 8 decoders; 4 per monkey). The ‘4 oris’ decoder was based on all four changed orientations 484	
(n = 2 decoders; 1 per monkey). 485	
 486	
Data availability. Electrophysiological data analyzed in this manuscript are available at 487	
https://pitt.box.com/v/NiRuffAlbertsSymmondsCohen2017. 488	
 489	
Code availability. Computer code for all simulations and analysis of the resulting data will be 490	
available at https://github.com/hcc11/.  491	
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Network model description. The network model is similar to the one in Huang et al. (2019).492

Briefly, the network consists of three modeled stages: 1) layer (L) 4 neurons of V1, 2) L2/3493

neurons of V1, and 3) L2/3 neurons of V4 (Fig. 2a). Neurons from each area are arranged on494

a uniform grid covering a unit square Γ = [−0.5, 0.5]× [−0.5, 0.5]. The L4 neurons of V1 are495

modeled as a population of excitatory neurons, the spikes of which are taken as inhomogeneous496

Poisson processes with rates determined as below. The L2/3 of V1 and V4 populations are re-497

currently coupled networks with excitatory and inhibitory neurons. Each neuron is modeled498

as an exponential integrate-and-fire (EIF) neuron. The connection probability between neu-499

rons decays with distance. The network model captures many attention-mediated changes on500

neuronal responses, such as the reduction of correlated variability within each visual area, in-501

crease in correlated variability between visual areas, and the quenching of the low-dimensional502

shared variability by attention. The network parameters are the same as those used in Huang503

et al. (2019) except the following. The feedforward projection width from V1(L2/3) to V4 is504

α
(3)
ffwd = 0.05. The feedforward strength from V1(L2/3) to V4 is [J3

eF, J
3
iF] = γ[1, 0.4]. From505

the most unattended state to the most attended state (attentional modulation scale from 0 to 1),506

γ varies from 20 to 23 mV, and the depolarizing current to the inhibitory neurons in V4, µi,507

varies from 0 to 0.5 mV/ms (Fig. 2, Fig. 3b,d).508

The model differs from the previous model (Huang et al., 2019) in the following ways.509

We modeled the V1(L4) neurons as orientation selective filters with static nonlinearity and510

Poisson spike generation (Kanitscheider et al., 2015b). The firing rate of each neuron i is511

ri(θ, t) = [Fi × Ĩ(θ, t)]+, where Fi is a Gabor filter and Ĩ(θ, t) is a Gabor image corrupted by512

independent noise following the Ornstein-Uhlenbeck process,513

Ĩ(θ, t) = I(θ) + η(t) and τndηi = −ηidt+ σndW,

with τn = 40 ms and σn = 3.5. The Gabor filters were normalized such that the mean firing514

rate of V1(L4) neurons was 10 Hz. Spike trains of V1(L4) neurons were generated as inhomo-515

geneous Poisson processes with rate ri(θ, t). The Gabor image is defined on Γ with 25 × 25516

pixels with spatial Gaussian envelope width σ = 0.2, spatial wavelength λ = 0.6 and phase517

φ = 0 (Kanitscheider et al., 2015b, Supp Eq. 6). The Gabor filters of V1(L4) neurons had518

the same σ, λ and φ as the image (Kanitscheider et al., 2015b, Supp Eq. 5). The orientation519

θ was normalized between 0 and 1. The orientation preference map of L4 neurons in V1 was520

generated using the formula from Kaschube et al. (2010, Supp Eq. 20) with average column521

spacing Λ = 0.2.522

Each network simulation was 20 sec long consisting of alternating OFF (300 ms) and523

ON (200 ms) intervals. During OFF intervals, spike trains of Layer 1 neurons were independent524

Poisson process with rate rX = 5 Hz. An image with a randomly selected orientation was525

presented during ON intervals. Spike counts during the ON intervals were used to compute526

the performance of different decoders and correlated variability. The first spike count in each527

simulation was excluded. For each parameter condition, the connectivity matrices were fixed528

for all simulations. The initial states of each neuron’s membrane potential were randomized529

in each simulation. All simulations were performed on the CNBC Cluster in the University of530

Pittsburgh. All simulations were written in a combination of C and Matlab (Matlab R 2015a,531

Mathworks). The differential equations of the neuron model were solved using the forward532

Euler method with time step 0.01 ms.533

Network model specific decoder. Let r be a vector of spike counts from all neurons on a534

single trial, f be the tuning curve function, and Σ be the covariance matrix. Consider a fine535
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discrimination task of two orientations θ+ = θ0 + dθ and θ− = θ0 + dθ. The specific decoder536

is a local linear estimator:537

θ̂ = θ0 + wT (r− f(θ+) + f(θ−)

2
).

The optimal weight to minimize the mean squared error over all trials, E = 〈|θ̂ − θ|2〉, is538

ws
opt =

Σ−1f ′

f ′Σ−1f ′
.

The linear Fisher information is equivalent to the inverse of the variance of the optimal specific539

decoder:540

I =
1

Var(θ̂opt|θi)
= f ′Σ−1f ′.

The linear Fisher information is estimated with bias-correction (Fig. 3b) (Kanitscheider et al.,541

2015a):542

Î =
(f+ − f−)T

dθ

(
Σ+ + Σ−

2

)−1
(f+ − f−)

dθ

(
2Ntr −N − 3

2Ntr − 2

)
− 2N

Ntrdθ2
, (1)

where f i and Σi are the empirical mean and covariance, respectively, for θi, i ∈ {+,−}. The543

number of neurons sampled is N , and the number of trials for each θi is Ntr. In simulations,544

we used θ0 = 0.5 and dθ = 0.01. There were 58,500 spike counts in total for θ+ and θ−.545

Network model general decoder. The general decoder is a complex linear estimator ẑ =546

wTr (Shamir & Sompolinsky, 2006) where w is fixed for all θ. The estimator ẑ maps the547

population activity r in response to all orientations to a circle (z = eiθ in complex domain).548

The estimation of orientation is θ̂ = arg(ẑ). The optimal weight wg
opt that minimizes the mean549

squared error, E(w) = 〈|ẑ − z|2〉θ,r, averaged over all θ and trials of r, is550

wg
opt = 〈Σ(θ) + ffT 〉−1

θ 〈fe
iθ〉θ, (2)

The mean squared error of the optimal weight is551

E(wg
opt) = 1− (〈feiθ〉θ)∗〈Σ(θ) + ffT 〉−1

θ (〈feiθ〉θ),

where ∗ denotes the conjugate transpose. Hence, the estimation error of ẑ depends on both the552

covariance matrix, Σ, and tuning similarity, ffT . The performance of the general decoder is553

measured as Ig = 1/Var(θ̂) (Fig. 3b). The estimation of Ig is554

Îg =
1

Var(arg((wg
opt)

T r)− θ)
Ntr −N − 2

Ntr − 1
, (3)

where Ntr is the total number of trials for all θ’s. In simulations, we used 50 θ’s uniformly555

spaced between 0 and 1. There were 117,000 trials in total for all θ’s.556
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Dependence of network model decoders’ performance on correlated variability (Fig. 3d).557

We trained specific and general decoders on the same spike count dataset (r) in response to558

pairs of orientations, θ1 and θ2 (with difference ∆θ = 0.04). The specific decoder was trained559

on the N -dimensional space of neural responses, using support vector machine model with560

two-fold cross-validation to linearly classify r for the two orientations. The general decoder561

first maps r to a two-dimensional plane ẑ = (wg
opt)

T r using the optimal weight wg
opt (Eq. 2)562

computed with the spike counts of all orientations. Then a two-dimensional support vector563

machine model with two-fold cross-validation was trained to linearly classify ẑ for θ1 and θ2.564

The correlated variability was computed from the spike counts data for θ1 of each pair. There565

were 200 sampling of N = 100 excitatory neurons from the V4 network, and 10 orientation566

pairs varying between 0 and 1. There were on average 2,340 trials for each θ.567

Factor analysis for network model. Let x ∈ Rn×1 be the spike counts from n simultane-568

ously recorded neurons. Factor analysis assumes that x is a multi-variable Gaussian process:569

x ∼ N (µ, LLT + Ψ)

where µ ∈ Rn×1 is the mean spike counts, L ∈ Rn×m is the loading matrix of the m latent vari-570

ables and Ψ ∈ Rn×1 is a diagonal matrix of independent variances for each neuron (Cunning-571

ham & Yu, 2014). We chose m = 5 and compute the eigenvalues of LLT , λi (i = 1, 2, . . . ,m),572

ranked in descending order. Spike counts were collected using 200 ms window. There were on573

average 2,340 trials per attentional condition.574
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